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Abstract. One trend in Human Computer Interaction is to extend the sensory-motor
capabilities of computer systems to better match the natural communication means of humans.
Parallel to the exploratory development of such systems, significant effort is being deployed in
defining frameworks and taxonomies for reasoning about the design space of such systems.
This article is a preliminary effort to review current frameworks and taxonomies, focussing on
the ways they complement each other.  
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1.  Introduction
One of the current trends in Human Computer Interaction is to extend the sensory-motor
capabilities of computer systems to augment the natural communication means of humans.
Successful attempts in this direction are the concepts of virtual reality and artificial reality
[Krueger 91]. A promising new paradigm is emerging with the notion of augmented reality
[Mackay 93]. All of these “digitized realities” are illustrations of how multimedia and
multimodal technology may be exploited in a useful and attractive way.

Up to now, the development of MultiModal and MultiMedia (M4) interactive systems has been
primarily exploratory. To complement this experimental approach, a significant effort is being
deployed in defining frameworks and taxonomies for reasoning about the design space of such
systems. This article is a preliminary effort to review current frameworks and taxonomies related
to the M4 technology. Frameworks and taxonomies are designed to satisfy a particular purpose.
This article discusses frameworks and taxonomies that aim at complementary goals. We do not
claim to be exhaustive nor to impose any terminology. Our goal is to providea panoramic view
of current efforts for M4 frameworks and identify links between them.

The MSM (Multi-Sensory-Motor) framework will be used as the starting point of the
discussion. We will then enrich this general structuring space with more focused taxonomies
such as the design space space of input devices and the taxonomy of pure output modalities.

2. The MSM framework
The underlying motivation for MSM is to provide system designers with a structured problem
space. Although MSM can be used by user interface designers to conduct usability experiments,
this framework is primarily system centered.

As shown in Figure 1, the MSM framework is comprised of 6 dimensions:
• Two dimensions deal with the notion of communication channel: the number and direction

of the channels that a particular MSM system supports.



• The other four dimensions are used to characterize the degree of built-in cognitive
sophistication of the system: levels of abstraction, context, fusion/fission, and granularity of
concurrency.

These issues are presented succinctly in the following paragraphs. A more complete description
can be found in [Coutaz 93].
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Figure 1: The MSM framework: A 6-D space to characterize multi-sensory-motor interactive systems.

Communication channel
A communication channel can be viewed as the temporal, virtual, or physical link that makes the
exchange of information possible between communicating entities (e.g., a human being and a
computer system). Instead of considering the linkage dimension of communication, MSM
stresses the importance of the sources and recipients involved in a communication act. Thus, a
communication channel covers a set of sensory (or effector) means through which particular
types of information can be received (or transmitted) and processed.

A sensor is a physical device that allows a communicating entity to acquire information from the
environment (e.g., another communicating entity). An effector plays the symetrical role for
transmitting information to the environment. Interestingly, sensors and effectors are not
insulated randomly. Multiple sensors (effectors) may be grouped together to form a cluster
associated to a processing facility. This grouping of physical devices under the hat of a
processing unit corresponds to a communication channel. This view of a communication
channel matches nicely the ICS psychological model [Barnard 87].

For example, the retinas capture space-time patterns of photons which are processed by the
visual subsystem into a mental form usable by the representational or effector subsystems. The
retinas (which are two input physical devices) and the visual subsystem (which is the
corresponding processing facility) define a human communication channel. As an example
from the computer side, the X window server handles both mouse and keyboard input devices. It
transforms interrupt signals into a higher level representation, an  “X event”, that may be of
interest to client processes. The keyboard, the mouse, and the X server define a digital
communication channel.

Information types conveyed by human and digital communication channels define an abstraction
from the physical representations used by I/O devices. This abstraction is the boundary with
higher internal representations. It conveys phenomena, not meaning. Meaning is covered by the
internal processes, responsible for executing the interpretation and rendering functions. In his



framework, Frohlich adopts a similar perspective although he would stick to a more signal level
representation [Frohlich 91]: “A channel is an interface across which there is a transformation
of energy ... Over the human interface channel, there is a transformation of electrochemical
energy within nerve cells into noise and movement energy, and of audio, visual and haptic
energy into electromechanical energy.” Over the computer interface, similar transformations
apply to electrical energy. In section 3, we will present another definition of the concept of
channel.  

Interpretation and Rendering
Information acquired by input digital channels is transformed through multiple process
activities. This sequence of input transformations forms the interpretation function. In the other
direction, internal information (e.g., system state) is transformed to be made perceivable to the
user. This sequence of output transformations defines the rendering function. The interpretation
and the rendering functions can be both characterized with four intertwined ingredients: 1) level
of abstraction, 2) context, 3) fusion/fission, and 4) parallelism.

1) Level of abstraction. The notion of level of abstraction expresses the degree of transformation
that the interpretation and rendering functions perform on information. It also covers the variety
of representations that the system supports, ranging from raw data to symbolic forms. The span
of representations should be considered on a per-digital channel basis. Thus, for a given digital
input channel, the interpretation function can be characterized by its power of “abstracting” raw
data into higher representational expressions. The rendering function is characterized by the
level of abstraction it starts from to produce perceivable raw information through output digital
channels.

Computer vision, speech recognition as well as speech synthesis systems operate along these
principles. For example, speech input may be recorded as a signal, or described as a sequence of
phonemes, or interpreted as a meaningful parsed sentence. Each representation corresponds to a
particular level of abstraction resulting from an interpretation function. For output, the process is
similar: data may be produced from symbolic abstract representations or from a lower level of
abstraction without any computational knowledge about meaning. For example, a vocal message
may be synthesized from an abstract representation of meaning, from a pre-stored text (i.e., text-
to-speech) or may simply be replayed from a previous recording.

2) Context. The capacity of a system to abstract along a channel may vary dynamically with
respect to “contextual variables”. Contextual variables are like cognitive filters. They form a set
of internal state parameters used by the representational processes to control the
interpretation/rendering function. For example, in vi, when in  command mode, typed text is
transformed into a high level abstraction whereas the same text entered in input mode is
recorded as is without any transformation. Contextual variables constrain the configuration of
digital processes used at some point in time to process information. We observe an analogy with
the cognitive resources configuration claimed in ICS.

3) Fusion and Fission. Fusion refers to the combination of several chunks of information to
form new chunks. Fission refers to the decomposition phenomenon. Considering fusion for the
interpretation function, information chunks may (or may not) originate from distinct digital input
channels or from distinct contexts. For example, the sequence of events “mouse-down, mouse-
up” that occurs in the palette of a graphics editor are two information chunks that originate from
the same input channel and from the same context (i.e., the palette agent). They are combined
within the context of the palette agent to form a higher information chunk (i.e., the selection of a
geometric class). The drawing area constitutes another context maintained by a dedicated agent.
Events that occur in the drawing area are interpreted as the effective parameters of the geometric
function. They are combined to the selected geometric class by a “cement agent” to complete
the function call in the task-domain.

Thus, in the graphics editor example, fusion occurs between information chunks originating
from the same digital channel but, as the interpretation proceeds at higher levels of abstraction, it
also involves different contexts maintained by distinct agents. The “put that there” paradigm,



however, examplified by Cubricon [Neal 88] offers an example of fusion between chunks
originating from distinct input digital channels. In this example, fusion is required to solve the
coreferences expressed through distinct channels.

As for fission, it may be the case that information coming from a single input channel or from a
single context need to be decomposed in order to be understood at a higher level of abstraction.
For example, the utterance “show me the red circle in a new window” is received through a
single digital channel but references two domains of discourse: that of the graphics task (i.e.,
“the red circle”) and that of the user interface (i.e., “a new window”). In order to satisfy the
request, the system has to decompose the sentence into two high level functions: “create a
window” and “draw a red circle” in the newly created window.

4) Parallelism. Representation and usage of time is a complex issue. In this discussion, we are
concerned with the role of time within the interpretation and rendering functions. How does time
relate to levels of abstraction and contexts? How does it interfere with fusion and fission?
Parallelism in the user interface may appear at multiple grains: at the physical level, at the task
and task cluster levels.

Parallelism at the physical level allows the user to trigger multiple input devices simultaneously.
If these devices are organized along distinct channels, then the user sollicits multiple input digital
channels in parallel. Similarly, physical parallelism for output may take the form of
simultaneous outputs through distinct digital channels or may occur through a single channel.
The fission example “watch this wall” associated with “the blinking red line”, requires
parallelism at the physical level using multiple digital output channels.

>From the system’s perspective, a task (i.e, an elementary task) cannot be decomposed further
but in terms of physical actions. For input, an elementary task is usually called a command, that
is, the smallest fusion/fission of physical user’s actions that changes the system state.  True
parallelism at the command level allows the user to issue multiple commands simultaneously. It
necessarily relies on the availability of parallelism at the physical level. Pseudo-parallelism at the
command level, allows the user to build several commands in an interleaved way as in
multithread dialogues. Then, parallelism at the physical level is not required.

The MSM framework identifies features useful for making a clear distinction between
“multimedia-lity” and multimodality from a system’s perspective.  

Multimedia and multimodal interactive systems
Both multimedia and multimodal systems are characterized by communicating information
either through multiple input digital channels or through multiple output digital channels, or
both. The multiplicity of communication channels along one direction (whether it be input or
output) provides the basis for multimedia-lity and multimodality.

The distinction between multimedia-lity and multimodality lies in the degree of built-in cognitive
sophistication of the system along the axis “level of abstraction”. Multimodality is
characterized by the capacity of the system to interpret raw inputs up to high levels of
abstraction (e.g., that of the task domain) or to render information starting from high level
representations. Although multimedia-lity includes interpretation and rendering, it is not capable
of handling the highest task-domain level representations.

An MSM system may be both multimedia and multimodal. For example, an hypermedia system
would illustrate task-domain concepts using images and sound replayed from a CD-ROM, and
it would be controlled by the user in a multimodal way using both speech and mouse to navigate
through the hyperspace. Note that current multimedia systems are all able to handle the highest
task-domain level representations but they do so for commands only and through a unique
channel. Thus any multimedia system is at least monomodal in order to recognize input
commands.



In summary, the MSM framework identifies features that are of interest to the software
designers of M4 interactive systems. In particular, it explicitly points out the engineering
difficulties for devising elegant and reliable solutions to the combination of parallelism, fusion
and fission within contexts at multiple levels of abstraction. For example, at a workshop on
software architectures for multimodal interactive systems [IHMM 92], we have identified a
number of technical issues related to fusion (e.g., eager/lazy fusion, distributed/centralized
fusion, depth first/breadth first strategy, and fusion criteria such as temporal proximity and
logical complementarity).

The system orientation of MSM needs however to be complemented with a more user-centered
perspective. Also, the notions of channel, level of abstraction, and context must be refined to get
a better understanding of the nature of M4 interaction. In the following section, we present
frameworks and issues that aim at responding to this need.

3. Frameworks as MSM Refinements
The MSM framework defines a channel as a set of input and output devices under the control of
a processing unit. Although this notion of channel is acceptable for an overall analysis of an
interactive system, it is not  satisfactory when one needs to characterize the system at a finer
grain of interaction. The “design space of input devices” such as that of Mackinlay et al.
[Mackinlay 90], and the “taxonomy of pure modalities” developed by Bernsen [Bersen 93], are
frameworks that valuably refine the “channel” and “direction” dimensions of MSM.

3.1. The design space of input devices
One of the seminal works in this area is the taxonomy presented by Foley et al. which relates
input devices to graphics subtasks [Foley 84]. Graphics subtasks include selection, location, and
orientation. Each of these tasks can be accomplished using distinct classes of input devices such
as direct locators and button pushes. For example, a location task may be accomplished using
direct or indirect locators, direction keys, or direct picks. In turn, a device class covers  instances
of physical input devices. For example, a direct locator includes a touch panel whereas the
mouse, the tablet, and the joystick are indirect locators. The interesting property of Foley’s
taxonomy is to make explicit the relationship between tasks and devices. But, as observed by
Mackinlay et al. in [Mackinlay 90], single devices appear many times in the taxonomy. As a
result, it is difficult to understand the similarities among devices.

Buxton’s taxonomy does not relate tasks to devices but provides a clearer picture about input
devices properties [Buxton 83]. His classification is comprised of 3 axis:

• the property sensed by the device (position, pressure, motion),
• for each property, the number of dimensions sensed by the device (for example, a mouse

returns two values for the position property),
• the sensing type which distinguishes between devices that work by touch (such as the touch

screen) and devices that require mechanical intermediary (such as the mouse). This
distinction was already identified by Foley with the notions of direct and indirect locators. It
was not envisioned however as an orthogonal dimension applicable to other classes of
devices.

Although Buxton’s taxonomy is an interesting step forward, it does not support the microphone
nor discrete input devices. Mackinlay et al. aim at more generality with the combination of
individual devices into complex input controls [Mackinlay 90]. The theory focuses on the
semantic information that must be communicated by input devices from a user to the application.
This semantic-driven approach makes it more precise the low levels of abstraction introduced by
MSM.

In Mackinlay et al. model, an input device is defined by a 6-tuple <M, In, Out, S, R, W>. M is a
manipulation operator which covers the physical properties sensed by the device. These
properties can be characterized in terms of position (absolute or relative) and force (absolute or
relative). Position and force are geometrically characterized as either linear (as for the mouse



position) or rotary (as for a knob). In is the input set over which a manipulation operator senses
a value (e.g., a continuous rotation of a knob between 0º and 90º). Out specifies the domain of
values into which the input domain is mapped by the device (e.g., loudness in decibels from the
angle of the knob). The mapping between In and Out is defined by R, the resolution function of
the device. Note that R formally models the processing facility embedded in the MSM channels.

In addition to the definition of the notion of primitive input device, Mackinlay et al. introduce a
notation to describe connections and hierarchical relationships between devices. This mechanism
provides a powerful bridge to gradually leave the physical world to enter the virtual and logical
digital domain. By extension, one can join the theory of interactors as developped in the
ESPRIT BR Amodeus project [Duke 92], which in turn leads gracefully to conceptual
architectural models such as PAC-Amodeus [Nigay 93]. Although attractive, the semantic
analysis and taxonomy presented in [Mackinlay 90] are concerned with input devices only. The
taxonomy of pure modalities developed by Bernsen deals with output representations.

3.2. The taxonomy of pure output modalities
Bernsen defines a pure external modality as an uncombined representational information. It is
external as opposed to the mental representations elaborated by humans. For example, spoken
and written language, real and arbitrary sound, diagram and non-diagram pictures, graphs and
real touch are pure external output modalities. An output pure modality is defined by a specific
medium of expression and a profile [Bernsen 93]. If we refer to MSM, a medium of expression
is equivalent to an output device. A profile is “constituted by its characteristics [i.e., that of the
modality] as selected from the following list of binary opposites: analogue/non-analogue,
arbitrary/non-arbitrary, static/dynamic, linguistic/non-linguistic”.

The analogue/non analogue dimension expresses the similarity/difference between the modality
used and what is represented. “The less recognizable similarity there is between what is
represented and its representation, the more we may have to rely on additional knowledge of the
representational conventions used in order to decode particular representations” [Bernsen 93].
For example, real world sound representations and diagrammatic pictures are analogue
representations. On the other hand, spoken and written languages, graphs and arbirary sound
representations are not.

The arbitrary/non arbitrary dimension expresses the difference between “...representations
which, in order to perform their representational function, rely on an already existing system of
meaning and representations which do not” [Bernsen 93]. This definition sounds very close to
that of “analogueness”. In general, analogue representations are not arbitrary whereas non-
analogue are arbitrary. There are exceptions to this common sense mapping. In particular,
spoken, written, and touch languages are both non-analogue and non-arbitrary. Similarly, graphs
which organize data according to conventional mapping principles are non-analogue and non-
arbitrary.

Static and dynamic representational modalities have distinct implications on usability and
robustness.  In [Sellen 92], Sellen et al. provide a useful classification of feedback as
transient/non-transient, avoidable/non-avoidable, and sustained/non-sustained. Typically, sonic
feedback is transient but non-avoidable. It is sustained by the system when repeated until the
user takes the appropriate action.

In summary and in a more formal way, an output pure modality is characterized by the 5-tuple
<M, An, Ar, T, L>. M denotes the output device chosen for rendering the representational
information, An and Ar cover the properties of analogy and arbitrariness, while T and L
respectively correspond to temporal and linguistic properties. The 5-tuple defines a framework
for reasoning about output modalities in a general way. In some cases, the framework may not
be precise enough to take sound design decisions. For example, the designer may need to
reason about very specific attributes of the modality such as colors, textures, and shapes. The
notion of channel, assimilated by Bernsen as modality attributes, seems to satisfy this need.



Although the frameworks and taxonomies presented above are both driven by the artefact, they
address distinct levels of abstraction. For input, taxonomies deal primarily with low level
physical properties. On the other hand, Bernsen’s taxonomy for output is concerned with the
mapping problem between the external representations produced by the system and the internal
representations elaborated by the user. As a result, one observes a discrepancy between the
scopes of applicability of the two taxonomies. This gap could be fulfilled in two ways. On one
hand, the notion of channel, viewed as a modality attribute, could be refined and structured to
identify physical properties of output devices. In the other direction, the composition mechanism
offered by Mackinlay is a way to bridge the gap between the physical world and higher logical
input representations.

MSM, the design space of input devices, and the taxonomy of pure output modalities, are useful
tools for thought. They are interesting for classifying a particular system in the problem space,
they are appropriate for comparing the usability of distinct user interfaces, they help structuring
the reasoning process, but they are not prescriptive enough to drive design decisions. Non
specialists need heuristic support.

3.2. Heuristics for M4 design
The effort developed in the INTUITIVE ESPRIT project is an example of investigation about
how to allocate media for well-structured tasks. The method starts with the definition of a TKS-
based task model which specifies information requirements about the domain. Task
specification is followed by a resource analysis which results in a resource model. For every
domain data, the resource model defines the role of the information (i.e., spatial, descriptive,
temporal, operational) and the corresponding representational available modality or media (e.g.,
still image, text).  The task model is then complemented with dialoque acts based on the
Rhetorical Structure Theory, to specify the desired communicative effects for each task step.
Media selection based on heuristics rules can now be performed. These heuristics are divided in
three categories:

• Advices on choice of media based on the role of domain data (for example, “spatial object
relationship - prefer visual media”),

• General heuristics such as “present same material on two channels if available” or “use
text and still images for key messages”),

• Validating heuristics to check that the combination of media ensures attention or does not
overload the human processing. For example, “do not present different subject matters on
separate channels” or “do not present a large amount of information on non persistent
media”.

Arens et al. have developed an automated multimedia presentation planner. As in INTUITIVE,
the allocation process is based on the description of a discourse structure [Arens 93]. The
discourse structure is a tree-like structure of discourse segments which define the basic
organization of the information to be presented. It is neutral with regard to the output modalities
but expresses communicative goals of the system. For example, two discourse segments related
by the “equative” relation express the goal of rendering the same information in different
forms.

4.  Conclusion
In this article, we have provided an overview of a number of frameworks and taxonomies that
usefully enrich and extend our system-centered experience of M4 systems. There are other
general frameworks such as that defined by Frohlich that should be discussed during the
ERCIM workshop.
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