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Abstract
Ubiquitous computing (ubicomp) is an emerging paradigm for interaction between people and computers. A
guiding principle of ubicomp is tbreak awayfrom desktopcomputing toprovide computationakervices
to a user when and wherequired.Although therehas been #ot of experimental work irubicomp,there
has beerittle effort to define an agenda inbicomp for HClresearchers. Ithis paper, we attempt to
remedy that problem by defining the space of ubicomp applications in terms of the level wfobdéy
andtransparency ointeraction. Increases inuser mobility will come with technologicahdvances, but
increasednteractiontransparencyvill come only with breakthroughs in HGésearch. We conclude the
paper with a discussion of two functional themes that we have found important across a number of ubicomp
systems—context-awarenesand automated capturéntegrationandaccess. Each dhese themesaises
special HCI issues and, together with the taxonomy for ubicomp applicadiefires a clearer agenda for
HCI research in ubiquitous computing.
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1 INTRODUCTION

The interest in ubiquitous computing (or ubicomp, for short) has surged over thevpgstrs, thanks to

some influential writingsand plenty of experimental work. The history of computing fited with
examples of radical paradigm shifts in the way humans interact with and perceive technology. The vision of
ubiquitous computing —first expressed by Weiser (Weiser, 188d)grounded irexperimental worldone

at Xerox PARC— holds the promise of yet another interaction paradigm shift.

Many researchers have intuitive and rather informal definitions of ubiquitous computing. One definition
that we prefer is that ubicomp is an attempt to break away from the current paradigm of desktafing
to provide computational services to a user when and where required. Rather than force the user to search out
andfind the computer'snterface,ubiquitous computing suggests that thterfaceitself can take on the
responsibility of locatingandserving the user. But this informdéfinition needsrefinement inorder to
distinguish ubicomp fronmelated areas of augmenteshlity, wearablecomputingand mobile computing.
One purpose of this paper ispoovide adefinition of whatis, andmore importantly what is not, within
the domain of ubiquitous computing. We do this by examining two dimensions of ubiquitous computing
first suggested by Weiser— mobility and transparency.
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Much ofthe research irubiquitous computing ha®cused ontechnological infrastructurandarticles
that outlineresearchissues focus on systerasdnetworking,and alittle bit on socialconcerns (Weiser,
1993) (Spreitzer et al., 1993). There are many issues of concern to the HCI researcher, and it is another goal
of this paper to outline thogesearchissues. Firstfor thoseinterested inbuilding ubicomp applications,
we have identified two common functional services tratshared bynany different applications:context-
awareness; and automated capture, integration and acdess eXperiences. These functional services are
necessary, but currentipissing, software infrastructuréhat would bootstrapwidespreadibicomp system
development. Second, for thoggerested in understandite impact of ubicomp on owverydaylives,
there are research issues related to these two functional services that require serious consilenadiaf.
these research issues can be understood within the mobility and transparency dimensions.

Three ubiquitous computing applications

As Weiserpoints out, “Applicationsare of coursethe whole point of ubiquitous computing(Weiser,

1993) Fueled bythis statementthree yearsago we initiated a group dabeorgia Techthe Future
Computing Environments (FCE) Group, to investigae invent applications of ubiquitous computing
technology. Here we will briefly describe three applications that we have developed. These projects will be
referred to throughout this paper. It is important to understand that most of our opinions on uideemp
been formulated based anuch experiencedesigning, implementingand using a number of applications.

We take time now to briefly describe three of our projects.

Classroom 2000

The Classroom 2000 project is investigating the impact of ubiquitous computing on uniedrsigtion

(Abowd et al., 1998) (Brotherton et al., 1998). We have instrumented a single classroom with a large-scale,
pen-based electronic whiteboard that enables an instructor to present and arstatatardecture, using a

blank surface, @reparedoresentation or a series of Web pageshasackground. Our software captures

much of the lecturer's activity and timestaniips In addition,the room isequippedwith digital recording
infrastructure, and we automatically generate Web-accessible notes that coordircagurezslecture notes

with the audio/video recordings and the Web URLs accessed by the lecturer during the class. The result is an
environment that attempts to relieve students of the burden of copious, and often incomplete, note-taking so
that they can engage more directly in the classroom experience.

Cyberguide

Cyberguide is a handheld, mobile tour guide that assists users in visiting various part&ebriiaTech

campus (Long et al., 1996) (Long et al., 199@bowd etal., 1997). Wehave produced anumber of
prototypes that use either indoor or outdoor positioning data to inform the system where thdags¢eds
Cyberguide uses this information to provide more salient information to the visitor abautrtbending

space, such as building names for a campus tour or information about exhibisitéos to ourregular

research open houses. Some versions produced a Web-based summaiyasfsatour thatwould remind

them of the various sites that were visited and preserved comments that they made along the way. We also
built a prototype that keptack ofthe location of multiple visitorainddisplayedthat information upon

request on top of a single user's electronic map (Pinkerton, 1997).

Domisilica

The Domisilica project iconcernedvith augmenting a home iarder to provide automation ofmundane
tasks (e.g., turninglownthe stereo when the phone ringEhis constitutes theore ofthe Domisilica
system. Extensionprovide remoteaccess tanformation (Mankoff etal., 1997)(Mankoff etal., 1998).

We havebuilt systems that allow physical activity in the home, such as stockingefhigerator, to
automaticallyupdateinformation in a virtual environment. Weave also built aWeb-basedgraphical
interface tothe virtual environment that allows for remote interaction with the physical environment as
well as with other virtual guests to the home.

Overview of paper

In the next section of this paper, we will first define Hoaindaryfor ubicompbased orthe degree ofuser
mobility and the degree of interaction transparency provided by the system. The rdrartiegorkallows
us to elicit relationships between ubicomp and related emerging research fields such as mobile computing or
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smart environments. In section 3, we examfimeher the space ofubicomp systems along theser
mobility and interactiontransparencydimensions. We identify theosition of the state of the art of
ubicomp in terms of these two dimensiamsl suggestdirections for furtheubicompresearchFrom our
experience, we uncover two major classes of geffienictional services relevant tabicomp in section 4.
Using the mobility and transparency dimensions of our framework to drive our analysis, we point out HCI
issues relevant to these functional services.

2 DEFINING UBIQUITOUS COMPUTING

We will begin by trying todefinethe salienffeatures of aibiquitous computing systerand clarify the
relationshipbetweenthis area andother emergingesearchfields, such as mobile computingyearable
computing, augmented reality and smart (or “intelligent”) environmefitsce we have establishectlaar
boundary between what is and is not a ubiquitous computing systemillwi the next sectionfurther
refine the space of ubicomp applications.

A ubiquitous computing system consists of (a) a (possibly heterogeneous) set of computing devices; (b)
a set ofsupportedasks;and (c) some optionalinfrastructure(e.g., network, GPS locatioservice) the
devices may rely on to carry out the supported tasks.

Unlike traditional desktop applications with a graphical user interface, ubicomp applidatmnsis to
take a rather general view of a system. In traditional GUIs, the interactive systemdesktap computer
and a fixedset of input/outpudevices.The emphasis is on combinirgpftware components tgrovide
services to the user. With ubicomp systems, we are concerned not only with software services but also with
devices and how to combine them.

An ontological framework

What arethe inherenfeatures of asystem that make it a ubiquitous computing systéwoéording to
(Weiser, 1991), ubicomp is characterized by two main attributes:

e ubiquity: interaction with the system is available wherever the user needs it;

» transparencythe system is non-intrusive and is integrated into the everyday environment.

In  Weiser'sview, ubiquity denotesthe universal availability of computation throughouultiple
ubicomp systems in the user’s environment. Sincdoak at a single ubicomp system at a tina@'re
ratherconcernedvith the mobility allowed tothe user by theystem. Weaefine Weiser'sfairly intuitive
attributes into two dimensions —userobility and interaction transparency-that will provide aclear
boundaryfor ubiquitous computingand express the relationshipetweenubicomp and other emerging
areas.

User mobility

A system allows interaction with the user within a givamge ofpossible locations. Wdefinethe user
mobility dimension of ouframework to reflecthe freedomthe user has to move about when interacting
with the system. Desktop computing allows no user mobility; she has to sit and stay in fronfb@fdthe
machine. Some systems allow mdmeedom ofmovement to the user when interacting with slystem.
Systems relying on amstrumented environment like the Activgadge system (Want et al., 1992),
Classroom 2000, or Domisilica, function wherever the user is irsgheecovered bythe system (e.g., a
building, a room, a houseyVhenusing a systenbased on &tandalone portabldevice,usermobility is
unconstrained. When the portable device relies on an infrastructure to psewdees, themobility of the
user is usually constrained to the coverage zone of the infrastructure. For example, systems relying on GPS
service constrairmobility becauseGPS is notavailable indoors or may bebscured bybuildings or
tunnels.

Interaction transparency

In the ubicomp literature, transparencygedinterchangeablyvith the terms invisibility,embodiment in
the environment, intuitiveness, anticipation of thser's intent, affordance, andoeripheral awareness.
Interaction transparency applies to the system’s interface and reflects the consciouareffdtention the
system requires of the user, either for operating it or for perceiving its output.
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Most interfaces today lack interaction transparency.p@rform atask with the system, thesermust
consciously perceivajnderstand anthanipulate annterfacewhich is conceptualleparatdrom the task
being performed. In the terms of (Hutchins et al., 1985), there is still an important articdiatange for
executionand evaluation, althoughdirect manipulationalleviatedsome of it. Pushing buttons using a
mouse, movingwindows onthe screen offermpoor directness compared ttheir physical analogies of
pushing a real button or shuffling through pieces of paper. The graphical user interface remaifecimsthe
of the user throughout the interaction.

A transparent interface on the other hand, disappears from the user’s focusao sbecentrate on the
actual task at hand. Offering greater manipulation directness is a veapigvesome level ottransparency
andcan be found irall ubicomp systems. PARCTabs unfeatureactual buttons, the Classroom 2000
lecturer writes using anelectronic pen on d.iveboard which is physically very close to aactual
whiteboard. Another way t@chieveinteractiontransparency is to relievéhe user of some tasks by
providing task migration (Dix edl., 1998).When atask is migratedfrom the user to thaystem, the
system takes responsibility for performing the taskbehalf of the userfFor example, a useequest to
print a document can leave it to the system to fiquuethe mostappropriate printer taise,based on the
user's current location. In the Audio Aura system (Mynatt et al., 1997), informatmrant tothe user is
provided without the user having txplicitly requestit. In Classroom 2000, the beginning ofeature
requires asynchronization of alrecording devices. Transparency this case means that the task of
synchronization should not be a concern of the user but shotlanoéedappropriately by theystem. In
general, migration of administrative tasks from user to system provides a more transparent interface.

Transparencydealswith output as well. Whenthe system presents information to the user, it may
provide output withoutrequestinghe full attention of the useAudio cues in Audio Aura for example,
provide information to the user in a non-intrusive way; the user is free to attend to them or tahignore
In the Portholes video communication system (Dourish et al., 1992), a video mosaic provides With user
awareness of her colleagues’ presenceamtivities. Here again, Portholes sits in tHeckgroundand does
not request the user’s attention. If the user wishes to establish communication with a cdfieagwer,
she can focus on the informatipnovided bythe Portholes window. In these cases, ittierface provides
peripheral awareness of output, and the user can summon that information to their attention on request.

user
mobility‘
) Ubiquitous
some Mobile  Wearable C q i
Computing Compliing ~OMPUling
Smart
Environments
Augmented
Reality
Adani
none Desktop Awareness Int?e?g::\ges
Computing Systems
none some interface

transparency
Figure 1 The mobility/transparency matrix.

The boundary for ubiquitous computing

Figure 1 presents our ontologicihmework. It consists of the two dimensions we judgfined: user
mobility andinterface transparencyThe values foreachdimensionare simply "none"and "some”. A
ubiquitous computing system is one tipabvidessome usemobility andsome interactionransparency.
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We cancontrast that withdesktopcomputing, whichoffers no mobility and, forthe most part, no
transparency to the end user.

With this framework, we cancharacterizeother researchstreams relevant t¢1Cl and ubiquitous
computing. Adaptive interfaces forexample, aim at anticipating the user’s actions (CypHh€&93)
(Schneider-Hufschmidt etl., 1993), but theyare usually concernedwith enhancing a desktop interface.
Thus theyoffer more transparencythan traditional GUIsbut don't allow for usermobility. Similarly,
awareness systems like Portholes (Dourish et al., 198@)ide information in a transparent wdut are
not designed to accommodateobile users. Although Portholes is a communication sysawailable
throughout a building, the system dgsigned to be useghile sitting atone’s workstation Augmented
reality systems, by adapting the information presented to the yesion in a given environmeife.g.,
when attending a photocopier in the KARMA system (Feinexl.et1l993)) alsoprovide transparency. The
mobility they allow to the user however is very limited: current designs don'’t allow for mawitside the
scope of some object of interest. Current smart environments instrument roaraptuce the user's
actions and react accordingly.They also provide some level oftransparencyand limited mobility
(sometimes up to a room but more often a dedicated area in front of sensors) (Coen, 1998) (Cooperstock et
al., 1995).

Current mobile computingresearchaims at providingdesktop-likesystems to the usewherever she
may be. Such systems don’t aim at providing more transparent interfaces than desktop compeititeyl A
area of research, wearable computing, relies on sntgiécesthat the usecanactuallywear.Due to the
inherent constraints of the interaction (limited inpletsices, usage conditiom®t appropriate for complex
input), wearable systems tend to provide more directly manipulable interfaces or relieve the user from some
tasks. Thuswearablecomputinggradually progresses towardsore transparent interfaces. In our view,
systems whichstand acrosswo different fields, one pushingnobility and the othertransparency are
actually ubicomp systems. For instance, Boeing airplane maintenansgstem (Esposito, 199%Which
combines wearable computing and augmented reality falls in the ubicomp category.

3 CHARACTERIZING UBIQUITOUS COMPUTING

The mobility/transparency matrix of Figureclearly defineghe boundaryfor ubiquitouscomputing. We
will now examine more closely the classification of systems that fall in the uppemtgttant ofFigure
1. With thisframework we provide an overview tfie state of the art in ubicomsnd identify further
research directions.

User mobility revisited

On the usermobility axis, we nowconsider two values: constrainedmobility and full mobility.
Constrainedmobility allows movement in avell-defined andimited space. Systems that constrain the
mobility of the user typically have a coverage zone outside of which interaction is not possieléulak
phone and the associated network are an example of a system that constrains theobgiygNote that
the cellular phone by itself may lmperable outsidehe coveragezone, e.g., toadd anentry to the
phonebook). Systems in thisategoryare not necessarilycarried bythe user. Thecapturesystem in
Classroom 2000, for example, allows userdréely move about in the classroom. Similarly, iadoor
prototype of Cyberguide provides service only in a limited coverage zone. Instrumenting a closed space like
a building or aconferenceroom with sensor@nd acommunicationinfrastructurehas been a popular
approach so far in ubicomp.

In Domisilica, the whole house is instrumentadd provides services in whatevesom the user may
be. However, some information in Domisilica, like the contents of the display orftigerator door, is
available to authorizedsersanywhere onthe Internet. We note, however, that vave to consider a
different system than theorein-house Domisilica in thi€aseandinclude a remotéerminal acting as a
Web client, and a network infrastructure between the terminal to the house. An interesting ewalulibn
be the use of a handheld device with truly global communication capabilities that wouldetiess to the
refrigerator door display from any location in the world, allowing a parent to leave messatfes ffiest of
the family while on a far-away business trip. Such a system would be classified as full mobility.
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Full mobility definessystems that pose absolutely no constraints orgebgraphicalocation of the
user. Currently, this category of systems is maielstricted to standalorsystems thatlon't rely on the
availability of someadditional infrastructure. An example would B®As thatdon't rely on anetwork
infrastructure fomost tasks. Actually, mosglobal” infrastructures available todagonstrain theuser’s
mobility in some way: the GPS systefor example doesn’t operatedoors. It is notclear if low-earth
orbit (LEO) satellite-based communications will be available indoors as well. Alternatively, lsyistems
which could adapt to LEO-based networks as well as indoor networks may prastigletawardstruly full
mobility. Neverthelessidark spots” in thecoveragezone, likeundergroundurbanareas(subway, parking
lots, tunnels) may remain uncovered.

It is interesting that many real-world objects thatoeesiderubiquitous technology fall into th#ull
mobility” category. Perand paper, books, wristwatches, or glassas example can beised anywhere.
However, currenttechnology limits user mobility. Technology advances andnarket demand due to
compelling applications may alleviate this limitation in the future.

We have identified two degrees of mobility a ubicomp system allows thecasestrained ofull. We
now turn to the second dimension of the taxonomy: transparency.

Interface transparency revisited
To refinethe concept of transparency, we propdse values along théransparencydimension of our
taxonomy: syntactic and semantic.

Syntactic transparencyrelieves the user of syntactiasks, that is, tasks thate introduced by the
system itself. Typical syntactical tas&ee: saving a file, retrieving email from a server, or inGall,
moving or scrolling windowsWhen performing a syntacticéhsk, the usedoesn’tactually “do some
work” but merely wrestles with the system’s specifics (its syntax) to be able tqpéaferm some“real”
semantic task (e.g., read and reply to email, type in a previously obscured window, etc.). For exeample
jotting notes on d&ewton PDA, theuser doesn't have to worgbout saving: thenemory-basedlevice
alleviates this syntactical operation. In the real world, the point-and-shoot camera relieves the user of setting
the snapshoparameters. In theibicomp world, Classroom 200provides an example of syntactic
transparency by relieving the user of administrative tasks associated with initialiaatisgnchronization.
When the lecturer is ready to begin the class, a simple push on a button tedlotestart all the logging
streams simultaneousl¥ne service implementasith PARCTabs or ActiveBadges isthat the system
automaticallydirectsprint requests tathe printernearest tothe user, relieving the user of choosing it
explicitly. In summary, for a system to be syntactically transparentugt relievethe user of tasks that
are related to the intricacies of its operation.

Syntactic transparency also applies to output. When syntacticaigparent, a system makes tiser
aware ofits workings in a non-intrusive way. For example, gneenlight indicating “on” on a kitchen
appliance doesn’t request our attention but we can focus on it to check the system actuallMeisdcs
example of the familiar hum of the car engine doegtiestour attention eithenve’re peripherallyaware
of it andit’s not intrusive except whenit's unusual. In ubicomp system$Veiser's Dangling String
(Weiser etal., 1997) stirsaccording tonetwork traffic. From this syntactic output, usecan then infer
higher-level information (e.g., many people are working late tonight). Similarly in the outiyberguide,

a discreet on-screen level indicator could indithgsaccuracy ofthe GPS positioning system information.
The user could refer to it to check the correct functioning of the system.

Semantic transparenayharacterizes a system that anticipates the user’s emdmperforms the task for
her. A commorreal-worldexample is the automatic sliding door. Téestem opens thdoor for the
approaching user. A light coupled to a motion sensor that turns on when someone enters a room is also an
example of semantic transparen@fassroom 2000could use environment information tdetect the
beginning of dectureandstartrecordingautomatically (e.g.when all students turn silerand face the
lecturer, or when thé&ecturer grabs gen). In the home context, our Domisilica system conthoise
applianceqVCR, TV, lights) according tothe inhabitants context (motion, incoming events |gt®ne
calls, etc.)

Semantic transparency fooutput happens when the system communicegabworld information (as
opposed tanformation about the system itself) in a non-attention-grabbing way. For example, in the
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Portholes system, the user is made peripherally aware of the whereabouts of her colleagues. ki¢kda she
to contact somebody, she can switch her focus to that informatimio Aura providesnformation (e.qg.,
email received,new library acquisitionsiiepending orthe location of the useinstead ofgrabbing the
user’s attentior(e.g., using aideo screen irthe library), it deliversthis information usingbackground
environmental sounds.

Looking at the current state-of-the-art in ubicomp, we can make two observations: first, full mobility is
not attained in current ubicomp systems. The axXgmple we came acrodisat exhibits full mobility is
Apple’s envisionment of translating glasses (Apple, 1987). Technological constraiatg.imetwork
infrastructures are certainly an issue here, but some solutions are worth explighrid.systems that can
be usedeither indoors or outdoors, osystems thatprovide graceful degradatiowhen the needed
infrastructure is no more availabége researchirectionsthat need to bepursued. Second, transparency is
most commonlyfound atthe syntactic level. Even though, it is usually limited to simple uses like
location-awareness. Progressing towards greater transparency is a serious challd@gedsearch. In the
next section, we identify two generic functional services for ubicomp and outline the HCI issuesighey
with regard to mobility and transparency.

4  FUNCTIONAL SERVICES FOR UBIQUITOUS COMPUTING

The dimensions of mobility and transparency hhetped us clearly delineatbe boundaries ofubiquitous
computing research and identify some of the difficult HCI challenges for improving the quality of ubicomp
applications. Since much of ounderstanding ofibicomp has come through teeperience obuilding
and using applications, waeethe need todevelopmore general infrastructures to facilitathe rapid
development ofpplications. Thisnfrastructure can be ithe form of improved hardwaretechnology or
software solutions. Since software solutions are more readily reusableatiamreinstallations, wefocus
on two general software servicabat should be the focus o&searchersvanting to provide reusable
solutions for ubicomp application developmenesetwo services are: context-awareneassgd automated
capture, integratiorandaccess. Wavill define eactservicebelow andjustify their importance through
references to our work and the work of others. We will then discuss isdtés eachtheme thatdirectly
relate to the dimensions of mobility and transparency and other HCI concerns.

Context-awareness

Definition

Future computing environments promise ftee the user from the constraints of stationalgsktop
computing. Increaseduser mobility, a defining dimension ofubiquitous computing, suggests that
applications shoul@daptthemselvedased on knowledge dfcation. This locatiorcan beposition and
orientation of a single person, many peopleewen of a certairset of devices. Location is a simple
example of context, thas, information aboupeople ordevicesthat can be used tenodify the way a
system provides its services to the user community. Location isxample of physical contextOther
categories of context include informational (what data is the user focused on), emotional (hovieals)ser
intentional (whatdoesthe user want talo) andhistorical (what is therecord of context overtime).
Context-aware computing aims to provide maximal flexibility of a computational service based on real-time
sensing of any of these forms of context.

Context-awareness is not unique to ubiquitous computing. For example, axgdicinodelsised to
predictthe level of user expertis'e agood example of context-awarenes®l has beerused in many
desktop systems. However, context-awareness is a critical feature for supporting inteeatfmarency of
a ubiquitous computing systemWhereas it is anice feature for desktop-boundapplications, greater
dynamicity of the context makes context-awareness more of a necessity for mobility-enhanced applications
that aim to provide syntactic or semantic transparency. Context-awareness ifeatleyin ashift away
from "personalizedcomputing”, in which users owudevicesthat are tailored to their needs,toward
"personalizable computing"”, in which users need not possdssiae in ordeffor it to be tailored to their
needs.
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Examples

There aremany examples ofocation-awarecomputing. Besidesour own Cyberguidework, there was
seminal work in this aredone atOlivetti Research_abs, developers othe Active Badgelocation system
(Want et al., 1992), and &ARC, through the PARCTab systgivant etal., 1995)andother location-
awareservices. A morgeneralprogrammingframework for describing location-awaabjects was the
subject of Schilit's thesis (Schilit, 1995).

We have investigated an application of informational contesed toautomatically integrate the
behavior ofnetwork-basegbersonal information management services (the CyberDesk p(Dggtetal.,
1998)). We are now looking a&xtendingthe contextinferencing engine tgupport applications imvhich
knowledge of the people and place caum#®matic modification of servicafisplayed onmobile displays
(Dey, 1998). Similar work using informational context to integdesktop applications has beeported
by Apple (Data DetectorgApple, 1997))and Intel (Panditand Kalbag's Selection RecognitioAgent
(Pandit et al., 1997)).

Advances incomputational perception (Essaatt, 1995)and affective computing (Picard, 1995) are
making it possible for us to consider the possibility of enabling emotional and intentional context either by
instrumenting the environment to perceive information about its occupants or by attaching wearable sensors
to the users themselves.

Relating to Mobility and Transparency

As ubicomp applications movewardfull mobility, the needfor context-awareness increases. Location-
awareness is perhafise simplest form ofcontext-awareness. As wearnedfrom our experiencewith
Cyberguide (Abowd eal., 1997),better contexwareness isot alwaysservedbest by higheprecision
location services. Determining the focus of attention of a visitor is most impandman begleaned
from rough position and orientation combined with gaze, speech and gesture.

Context-awareness ixitical to achieving any level of interaction transparency. InGiberDesk
project, simple recursive translations of a selected string of text to dsataypes (names, places, URLS)
allowedfor syntactic transparency. Thystem produceddynamic buttons thatcould be used to more
quickly invoke various network-based services that would use the selecteditguitas Furthercontextual
information, such as the history of interactions by a single gseidthen beused to providesemantic
transparencyhat would understandexactly which operation the user intends to invakel automatically
invoke it. For CyberDesk, syntacti@ansparency rapidlfills the user'sscreenwith relevant actions that
could be performed, and semantic transparemeys topare dowrthose actions to a shortiést of salient
actions.

As another example, aintelligent display on theefrigerator door inDomisilica could adaptwhat is
shown based on knowledge of who is looking at the displagpending orthe time ofday, it couldpost
different information. Context-awareness can also be used to determine the level of distraction for peripheral
awarenesservices. As impendindeadlinesapproach.discreet reminders can mademore prominent.
Another importanttransparencyissue with context-awareness ithe ability to determinecontext by
observing natural actions of the user. Work in computational perceptaeaifective computing isaimed
at context determination with minimal requirement for explicit user action.

Capture, Integration and Access

Definition

Much of our life is spent listening to and recording, more or less accurately, the many evestsrdoad
us, and then trying to remember the important details of one specific eveptutifiedus. There is a value
to using computational resources to augment the inefficiency of human record-taking, especiallyevehen
are multiple streams ofrelated information which are virtually impossible to capture as awhole.
Computational supportan also automate expliciand implicit links betweenrelated but separately
generated streams of information. Finally, a rich record of a group interaction can suppeaddassrto aid
in recalling the meaning or significance of past events. Together, automated capture, intagdatictess
tools can removethe burden ofdoing something were not good at (recording) sthat we can focus
attention on things we are good at (indicating relationships, summarizing, and interpreting).
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Examples

The Classroom 2000 project is mainly concerned with capture, integratiaceess irsupport oflecture-

based education. The many streams of activity in a typical lecture -what is being said, what is seen, what is
written down on a whiteboardnd what is shown on public displaysre combined to provide a rich
interactive experience that is becoming increasingly more difficult to capture using traditiomaldppaper

notes. Some of th€yberguideprototypescreatedsummaries of whemnd where avisitor traveled on

campus and preservétiages taken with aamera ocommentsmade bythe visitor thatwere attached to

this temporally- and spatially-indexed travel diary.

Other researchteams haveused this same notion otapture, integrationand access to facilitate
collaborative or personal experiences. Work at Xé&8RC focused oncapturing technical meetings to
support summarization by a single scribe who was oftgrwell-versed inthe subject of the meetings
(Minneman etal., 1995)(Moran etal., 1997).More work atPARC (theMarqueesystem(Weber etal.,

1994), together with work at Hewlett-Packard (the Filochat system (Whittaker et al., 1994),(P¢geea
et al., 1992)), and MIT's Media Lab (Stifelman, 1996) demonstrates the utility of personal note-taking with
automatic audio enhancement for later review.

Relating to Mobility and Transparency

Our everydayexperiences areot confined to fixedlocations, so these capture, integratiamd access
capabilities must bavailable over a large area. [lassroom 2000 todayconstrainedmobility is
sufficient as the lecturesccur within the confined space of a@lassroom. Similarly, in Domisilica
constrained mobility is sufficient within the confined (albeit larger) area of a homeachofthesecases,
access tany captured experienceccurs outsideghe confined space,and for that we rely on thaVeb.
Cyberguide, on the other hand, is an application that will require full mobility.

Transparency is a very important consideration, with both postideegative ramifications. On the
positive side, we want to push for maximal, or semantic, transparéeaghers areot usuallymotivated
enough to spend extra time before, durdmgl after a lecturenteracting with complexquipment torecord
their lecture for the benefit of students in Classroom 2000. Capturingdiueeneeds to be asimple as
picking up a pen and beginning to talk. Thwdenshould be on the system, not the usererioode the
natural activities of a collaborativexperience, sehat it can be properlyndexed tofacilitate later review.
We have spent a lot a&nergy to increastihe syntactidransparency ofhe system. For examplsimply
knowing the class schedule in a room removes a lot of initialization tasks thateepeired ofthe lecturer.
The teachersimply opens up theslectronic whiteboarcapplication, types in a titldor the lecture,
authenticates herself with a username and password and clicks on the "Begin ldtore” At theend of
class, closing the application will automatically set in motion pgbst-production procedhat creates the
audio/video-enhanced Web notes without any further interactiontfreteacher. We haveot, however,
provided for any level of semantic transparency indystem. Waewould like to detectsomehigher-level
structure in decture to facilitatdntegrationandaccess. For example, a better integratisnhemewould
use more than timing information, linking what is written with the Ipeste inthe audiostream that is
related to the writing. This is the target of future research.

On the negative side, too much transparency can be problematic, and usersmadg bevare oivhat
is captured, who will have access to it and why. In additleere should be ways fdhe users to control
what is being captured and remove segments that they would rather notksewededge ofwhat is being
capturedcan also help the users tadapttheir own note-taking behaviond allow them to bemore
effective with their time.

5 CONCLUSION

In this paper, wehave attempted talefine the space ofubiquitous computing applications, using the
dimensions of usemobility and interaction transparency.This ontological framework clarifies the
relationship between ubiquitous computing and other emerging research areas of interesese&iChers.
Based onour experiencebuilding and using a number of ubicomp applications, heve identified two
generalfunctional services--context-awarenesand capture, integratiorand accessfor live experiences---
that arerelevant across a variety applications.Each ofthese services raiséssues withrespect to user
mobility and
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interaction transparency that can lead HCI research agendas for ubiquitous computing.

From an HCI perspective, the dimension of interactiansparency isnost important. Increased user
mobility will largely come from improvements inardwareinfrastructure,but greater transparenaoyill
only come withsoftwaresolutions partneredvith goodHCI design practices. Theuggestion ofjeneral
functional services is intended to inspire software researchers to build toolkits to facilitate rapid development
of ubicomp applications. Only when we are able to eakfyloy large-scalebicomp systems will we be
able to understand how this emerging interacfiaradigmshift impacts the relationshipetween user and
system.
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